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Abstract 

We analyze how optical distortions in deep imaging or dense 

scattering media influence three-dimensional interferometric 

temporal focusing (3D-ITF) imaging, and derive the 

distorted point spread function (PSF) and optical transfer 

function (OTF). Upon this, we find that 3D-ITF microscopy 

is less affected by optical distortions in terms of spatial 

resolution, artifacts and sectioning ability. Temporal 

focusing (TF) illumination supports a robust spatial 

modulation in 3D-ITF microscopy with distorted optics. As 

the modulation spatial frequencies are unique, they offer a 

redundancy in 3D-ITF microscopy. The redundancy in the 

spatial frequency of 3D-ITF images compensates for the loss 

of spatial frequency caused by the optical distortion in 

emission OTF. The redundancy recovers the high spatial 

frequencies to prevent the degradation of spatial resolution. 

Moreover, the redundancy recovers the distortion in the 

emission OTF spectrum, which causes distorted shapes in the 

PSF such as side lobes and double peaks. Thus, there is a 

relatively lossless OTF spectrum in 3D-ITF compared to TF, 

and this leads to better trade-off between remaining noise 

artifacts and resolution after Wiener filter correction.  

1. Introduction 

Temporal focusing (TF) technique utilizes a spatiotemporal 

modulation to gradually stretch the illumination laser pulse 

width out-of-focus. Therefore, TF offers an optical 

sectioning for wide-field multi-photon excitation 

fluorescence imaging [1-7]. On the other hand, structured 

illumination microscopy (SIM) [8-14] utilizes a spatially 

modulated illumination to down-convert the spatial 

frequencies beyond diffraction limitation in a raw image and 

then gives phase shifts in the modulation to form multiple 

raw images. SIM post-processes the raw images in order to 

separate the sub-images with different modulation 

frequencies and separately up-convert them. By combining 

the up-converted sub-images, SIM offers a spatial resolution 

beyond diffraction limitation and/or supports optical 

sectioning and/or removes background. It is convenient to 

combine TF and SIM via a digital micromirror device 

(DMD), which could be regarded as a blazed grating printed 

with programmable pattern. This combination [15,16], 

which we call interferometric temporal focusing (ITF) 

technique, is a win-win solution for both TF and SIM. It 

removes the scattered and out-of-focus emission in TF 

imaging through post-processing, while also reducing both 

the out-of-focus excitation in SIM raw images and the 

corresponding shot noise in the SIM reconstructed image by 

multi-photon TF excitation. Thus, ITF makes optical 

sectioned super-resolution images practically available in 

deep imaging or dense scattering media. Three-dimensional 

ITF (3D-ITF) microscopy [17] as shown in Fig. 1 adds axial 

spatial modulation in illumination [14] to further improve the 

sectioning ability and the axial resolution compared to Two-

dimensional ITF (2D-ITF), which has only lateral spatial 

modulation, at the cost of more raw-image acquisition but 

with the same setup complexity. There are methods like ITF, 

such as combining HiLo [18] with TF. These methods 

require fewer raw images to remove scattered and out-of-

focus emission but lose the spatial resolution improvement 

[19-21]. 

ITF is classified as a nonlinear SIM [11,12] because 

harmonics in the modulation frequency of the interferometric 

pattern are generated through multi-photon excitation as 

shown in Figs. 2 (a) and (g). However, ITF does not offer 

better resolution than regular SIM. There are two reasons for 

that low resolution. First, as one type of two-photon 

excitation fluorescence (TPEF) microscopy, the excitation 

wavelength in 3D-ITF is around two times as long as the 

emission wavelength; thus, the possible maximum spatial 

modulation frequency is around the cut-off spatial frequency 

of the emission optical transfer function (OTF), which is the 

same in regular SIM. Secondly, as shown in Fig. 2 (a), the 

higher the spatial modulation frequency (p, lateral and q, 

axial) is, the lower the axial spatial frequency support in TF, 

kTF, is. Thus, there is a trade-off between enhanced spatial 

resolution and TF sectioning ability. This makes the 

maximum spatial modulation frequency even lower than the 

cut-off spatial frequency of emission OTF. In other words, 
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Fig. 1. Schematic of 3D-ITF (left) and its two-photon excitation pattern around focus (right). In 2D-ITF, 0th 

order spatial chirped light doesn’t exist. 

the spatial frequency bandwidth of each sub-image of 

different modulation frequencies is not fully utilized to 

enhance spatial resolution since there are many useless 

overlapping areas in the spatial spectrum as shown in Figs. 2 

(f) and (g). This is the drawback of ITF in perfect optics. 

However, the overlap in spatial spectrum of sub-images in 

fact offers ITF redundancy in the spatial frequency domain. 

Also, 3D-ITF has more redundancy compared to 2D-ITF as 

there is more overlapping of spatial frequencies among sub-

images. The redundancy can make up for the loss of spatial 

frequency in TF OTF due to optical distortions so that 3D-

ITF has resistance to optical distortions.  

To prove the resistance to optical distortions in 3D-ITF, 

we have to consider not only the distorted emission but also 

the distorted illumination in 3D-ITF since we don’t know 

whether the present algorithm generates additional image 

artifacts with distorted illumination in 3D-ITF. How 

distorted optics influence SIM [22-24] and TF illumination 

[25-30] has been separately studied, but not yet for ITF 

microscopy. We extend this study on 3D-ITF microscopy. 

3D-ITF illumination mixes chromatic and monochromatic 

distortions. Longer wavelength is used in deep imaging or 

dense scattering media. These differ from the distortions in 

SIM illumination. How optical distortions affect 3D-ITF 

illumination and how these effects transfer through image 

reconstruction are analyzed in section 2. Then, considering 

emission distortion, we derive the distorted PSF of 3D-ITF 

microscopy for the first time.  By this, we verify the 

redundancy in distorted 3D-ITF and confirm that there are no 

additional image artifacts due to distorted illumination. The 

optical distortion in general reduces the image signal-to-

noise ratio (SNR) and effectively reduces the cut-off 

frequency in TF OTF. In section 3, we use simulation to first 

investigate the resistance of resolution to the reduction of 

effective cut-off frequency in 3D-ITF. Then we consider the 

influence of emission wavefront distortion, which is the main 

optical distortion in 3D-ITF and TF, and study the resolution 

and noise artifacts at different levels of background 

fluorescence via simulation. The objective of this paper is to 

theoretically point out the redundancy in distorted 3D-ITF 

images and numerically prove the resistance of resolution 

and noise artifacts to optical distortions. 

 
Fig. 2. Redundancy in 3D-ITF OTF. (a) Wave vectors (white 

vectors) of three diffraction orders in 3D-ITF illumination. 

The points on red sphere correspond to possible illumination 

wave vectors in 3D-ITF illumination while the points on 

green sphere correspond to possible TPEF emission wave 

vectors in 3D-ITF. Two rainbows correspond to +1st and -1st 

order TF illumination wave vectors, and there is a trade-off 

between the axial frequency support in TF, kTF and the 

fundamental spatial modulation frequency in 3D-ITF, p and 

q, lateral and axial respectively. (b) OTF in wide-field 

microscopy, which is also emission OTF. (c, d) OTF in 2D-
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SIM (c) and 3D-SIM (d). The red dots indicate the 

modulation frequencies and the yellow double ellipses 

indicate the shifted sub-OTFs, which are the same as (b). DC 

sub-OTF is excluded to remove background fluorescence. 

There is little frequency overlap in SIM. (e) OTF in TF 

microscopy, which is an axial convolution of emission OTF 

and TF sectioning ability. (f, g) OTF in 2D-ITF (f) and 3D-

ITF (g). The red double ellipses indicate the shifted sub-

OTFs due to two-photon excitation. Both the red and yellow 

double ellipses are the same as (e). In contrast to SIM, a large 

number of frequencies overlap in 3D-ITF, and multiple sub-

bands overlap. This supports the redundancy in 3D-ITF.  

2. Redundancy in distorted 3D-ITF OTF 

In this section, we derive the distorted PSF and OTF of 3D-

ITF microscopy based upon the principle of SIM and wide-

field TF’s performance in distorted optics as well as 

considering the distorted emission light. We first introduce 

the PSF of 3D-ITF microscopy in perfect optics. 

2.1. Method of 3D-ITF and its PSF in perfect optics 

As shown in Fig. 1, 3D-ITF microscopy has its own unique 

illumination [17] composed of three diffracted lines at the 

back aperture of the objective lens. Each line is composed of 

dots of different colors that resemble a rainbow. In the spatial 

domain, the coherent combination at the focal region forms 

a 3D interferometric pattern the same as 3D-SIM [14]. In the 

time domain, the patterns of different colors only arrive at 

the same time at the focal plane. Out-of-focus, different 

colors have different delays so that the illumination pulse is 

broadened out-of-focus. This is called TF [1,2]. When the 

illumination light two-photon excites the sample, TF 

supports the sectioning ability comparable to a line scanning 

two-photon excitation microscopy. For a target sample, 𝑆(𝐫), 
the acquired two-photon excited fluorescence raw image 

divided by the intensity constant is [17]   
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Here, 𝐩 is the fundamental modulation spatial frequency of 

the interferometric pattern in the lateral direction, mis the 

corresponding offset phase,  j refers to the jth order lateral 

harmonics inside the interferometric pattern, and i equals 

√−1 . Note that the 3D interferometric pattern has two 

harmonics plus one DC component, while the two-photon 

excitation process boosts this to four harmonics plus one DC 

component. 𝐴𝑇𝐹(z)  refers to the sectioning ability of TF. 

𝐴𝑗
(2)
(𝑧) refers to the axial modulation corresponding to the 

jth lateral harmonics inside the interferometric pattern. More 

precisely, it is a combination of harmonics in the axial 

direction, and details were described in a previous 3D-ITF 

work [17]. ℎ(𝐫) indicates the PSF of emission light, which 

passes through the same objective lens used for illumination 

and then forms the image on the camera in an 

epifluorescence setting. It describes the performance of the 

imaging optics for emission light. In image reconstruction, 

we use the homodyne-detection method. We take multiple 

raw images, which are counted by indicator m. The 

difference between mth raw images is their offset phases, 

which change every 2π/9. In the Fourier domain, the raw 

image is 

~4~ ~ ~ ~
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To reconstruct the image, we first separate each down-

converted sub-band �̃�(𝐤 − 𝑗𝐩)  from raw images by 

homodyne detection. Then, we up-convert the sub-band 

�̃�(𝐤 − 𝑗𝐩) to its correct frequency region and compensate for 

its offset phase m.Thus, the reconstructed image is 

~4~ ~ ~ ~
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where 𝑎𝑗 is the weighting factor, which can be adjusted to 

enhance high-frequency support or improve SNR. Here, 𝑎0 

is set as 0 to exclude the DC sub-band for background 

fluorescence subtraction [17]. Note that instead of simple 

weighting in Eq. (3), we can use the Weiner filter to achieve 

flat synthesized bandwidth. From Eq. (3), we know that the 

effective OTF of 3D-ITF microscopy is 

~4~ ~ ~
(2)
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By inverse Fourier transform, it is the effective 3D-ITF PSF, 
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The left part of Eq. (5) contains the super composition of 

harmonics in lateral and axial directions, which is almost a 

replica of the two-photon excitation pattern of the 3D 

interferometric pattern but reorganizes the weighting. This 

part offers us the super-resolution imaging. The right part of 

Eq. (5), ℎ𝑇𝐹(𝐫), is the PSF of TF microscopy, and is the 

product of TF sectioning ability and emission PSF as shown 

in Eq. (6). In TF PSF, TF sectioning ability only affects the 

axial direction to narrow the shape of emission PSF. 

Numerically, the full width at half maximum (FWHM) of the 

TF sectioning ability is much larger than the axial FWHM of 

the emission PSF, so the TF PSF is dominated by the 

emission PSF.  

2.2. 3D-ITF PSF and OTF in distorted optics 

Now, we consider the effects of optical distortions. In 

imaging practice, the sample and environment differ from the 

ideal conditions. Substantial distortions arise from the 

mismatch of the refractive index among sample, immersion 

media, mounting media and objective lens, and the 

inhomogeneous refractive index distribution of the sample 

itself. These distort the wavefront so that the phase of the 

spatial frequency is modulated in pupil function [31-34]. 

Another type of distortion arises from absorption and small-

scale particle-induced scattering, such as Rayleigh scattering, 

and it mainly attenuates the ballistic photons. Since the high 

spatial frequency components have more loss due to a longer 

journey inside absorption and scattering media, effectively 

they reduce the spatial frequency bandwidth [35]. The third 

type of distortion is large-scale particle-induced scattering, 

such as Mie scattering or forward scattering, which usually 

happens in tissue with longer wavelength [36]. In addition to 

the previous effects, it diffuses the spatial frequency. High 

spatial frequency has more chance to shift to low spatial 

frequency than vice versa due to a longer pathway in the 

scattering media. 

For distorted illumination light, analysis becomes 

complicated as multiple colors are involved. To handle this, 

we will transfer the chromatic effects as temporal effects. 

Statistically, we first classify the illumination light as 

ballistic light and scattered light. Ballistic light is only 

wavefront-distorted and attenuated. For ballistic light, each 

dispersed colorful dot at the back aperture of the objective 

lens is coupled to a spatial frequency as shown in Fig. 1 and 

2 (a). The common phase alteration of the dispersed dots 

inside each diffracted line is effectively viewed as a result of 

monochromatic wavefront distortion. In fact, in 3D-ITF, we 

have three diffraction orders as illumination light so that the 

monochromatic wavefront distortion contains only three 

phase variations corresponding to +1, 0 and -1 diffraction 

orders. As with SIM, these change the offset phases of the 

interferometric pattern, which leads to a spatial shift [23]. 

Variation in offset phase is not a problem if we regard the 

offset phase as an unknown parameter. We can search the 

offset phase by maximizing the cross correlation of the real 

part and absolute part of the corresponding sub-band image 

[15] or by other computational algorithms [37,38]. 

The remaining phase alterations of the dispersed dots 

inside each diffracted line are effectively viewed as 

chromatic wavefront distortion, which is a spectrum phase 

modulation. This chromatic characteristic does not only 

originate from the difference of refractive index but mainly 

from the difference of pathway. Different dots of color have 

different pathways and thus face different manners of 

scattering, refraction and absorption. The effective chromatic 

distortions stretch and distort the temporal profile of the 3D 

interferometric pattern so as to degrade the TF sectioning 

ability [25-30]. We use distorted TF sectioning ability, 

𝐴𝑑𝑇𝐹(z), to describe it.  

For 3D-ITF illumination, scattered light, as non-ballistic 

light, is mainly a result of forward scattering, which 

dominates the scattering process in tissue imaging and for 

longer wavelength [36]. Forward scattering, or small-angle 

scattering, detunes the spatial frequency of illumination light. 

Statistically, the phases of detuned light of different colors, 

especially from different diffraction orders, are mostly 

uncorrelated. Thus, in the time domain, the scattered light 

barely forms a short pulse compared to ballistic light, and its 

contributions are further suppressed by two-photon 

excitation. Thus, the modulation frequency of the 

interferometric pattern is not altered by forward scattering. 

This characteristic of locking spatial frequency was reported 

in a previous TF work [28]. On the contrary, statistically the 

phases of detuned light of neighboring colors inside the same 

diffraction order are mostly correlated. The scattered light 

contributes to the DC component of the interferometric 

pattern and diffuses the DC component in the spatial 

spectrum. The light as speckles transfers to the 0th order 

image, the sub-image with 𝑗 = 0 in Eq. (1). By homodyne 

detection, we can successfully separate the altered 0th order 

image from other orders’ images. To eliminate the error, we 

simply don’t use the 0th order image in image reconstruction.  

Indeed, the scattered and out-of-focus emission light is 

hidden in the 0th order image, and is also removed by 

excluding the 0th order image. Thus, with distorted 

illumination, the image reconstruction algorithm is still valid. 

Through image reconstruction, the super-composition of 

harmonics will be retained in Eq. (5) with optical distortions. 

Then, we consider the distorted emission light, which is 

the same in other wide-field microscopy. In perfect optics, as 

an incoherent imaging, the emission OTF, ℎ̃(𝐤)  is the 

autocorrelation of the pupil function of the objective lens. 

With distorted optics, we model a distorted emission OTF, 

ℎ�̃�(𝐤). The loss of amplitude due to Rayleigh scattering, 

imperfect optics and misalignment could be modeled as a 

non-uniform pupil function or simply as lower effective 

numerical aperture (NA). The wavefront distortion could be 

modeled as adding the phase with corresponding Zernike 

polynomials to the pupil function. Both result in narrower 
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bandwidth for the emission OTF and thus the distorted 

emission PSF, ℎ𝑑(𝐫)  is broadened. In addition, the OTF 

spectrum is wavefront-distorted so that there are distorted 

emission PSF shapes such as side lobes or double peaks 

[31,32,34]. These effects will be discussed in detail in section 

3.3.  

The number of optical distortions is usually depth-

dependent and thus the distorted TF sectioning ability, 

𝐴𝑑𝑇𝐹(z), and the distorted emission, PSF, ℎ𝑑(𝐫), are depth-

dependent functions as 𝐴𝑑𝑇𝐹(z, z′)  and ℎ𝑑(𝐫, z′) 
respectively where z′ is the depth argument [23]. Here, we 

don’t consider the lateral dependency of distortion because 

the path-length difference in the sample is negligible within 

the ~100-m field of view. As a summation of previous 

analysis, with distorted optics, Eq. (1) should be revised as 

4
' ' ' (2) ' ' ' '
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-4
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j
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      r r pr r r r . (7) 

In the z′ domain, the integration is approximately non-zero 

around only the TF-sectioned image plane at depth z. Thus, 

the integration is affected by only the in-focus distorted 

emission PSF around depth z, so the distorted emission PSF 

in Eq. (7) can be replaced by ℎ𝑑(𝐫 − 𝐫′, z), which replaces 

its depth argument z′ with z. For the targeted details such as 

cells or synapses located at depth z0, only the sectioned 

images at depth z ≈ z0  are required to build up their 3D 

image. Thus, the depth argument z in the distorted TF 

sectioning ability, 𝐴𝑑𝑇𝐹(z − z′, z) , and the distorted 

emission PSF, ℎ𝑑(𝐫 − 𝐫′, z), could be replaced by z0 in order 

to evaluate the effective PSF of the targeted details. With 

these replacements, Eq. (7) can still be written as a form of 

convolution as 
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Through the same analysis from Eq. (1) to Eq. (6), we derive 

the distorted 3D-ITF PSF from Eq. (8) as 
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where the distorted TF PSF is 

0 0 0( , )= ( , ) ( , )dTF dTF dh z A z z h zr r . (10) 

Here, the distorted 3D-ITF PSF and the distorted TF PSF are 

both depth-dependent functions. We will drop the depth 

argument as it doesn’t affect further analysis. This can be 

picked up at any further equation. Compared to Eq. (5) and 

Eq. (6), the distorted optics only influence the TF PSF. For 

spectrum view, the distorted 3D-ITF OTF is a Fourier 

transform of Eq. (9) as 
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where the distorted TF OTF is 

~ ~ ~

( ) ( ) ( )dTFdTF dzh A k h k k . (12) 

Equation (11) means that the distorted 3D-ITF OTF is a 

summation of shifted distorted TF OTFs. The left part of Eq. 

(11) refers to the spatial frequencies where the distorted TF 

OTFs are shifted. These positions are labeled as red points in 

Fig. 2 (g). As Fig. 2 (a) shows, in 3D-ITF, because of the 

limitation of the circular shape of the objective lens, a higher 

fundamental modulation frequency, 𝐩, leads to lower axial 

frequency support in TF, 𝐤𝐓𝐅. Correspondingly, a better 3D-

ITF resolution leads to worse sectioning ability in TF. For a 

trade-off between them, we set the fundamental modulation 

frequency, 𝐩, as around 1/6 the cut-off frequency of the TF 

OTF, 𝐤𝐋𝐂  in the previous experiment [17]. Note that a 

decrease of around 50% originates from the difference 

between the excitation and emission wavelength, while 

another 50% decrease comes from using a 3D-SIM scheme 

instead of 2D-SIM. Also, a 2/3 decrease originates from the 

trade-off in geometrical design. In the axial direction, the 

fundamental modulation frequency, 𝐪, is around 1/10 the 

cut-off frequency of the TF OTF [17]. The relatively small 

value of the fundamental modulation frequency compared to 

SIM and the multiple harmonics offers many overlapping 

areas in the OTF spectrum among sub-TF OTFs. With this 

unique characteristic, once the distorted TF OTF loses part 

of its spectrum, the surrounding shifted TF OTFs can utilize 

the copies of the lost spectrum, which are taken from 

different spectrum regions of distorted TF OTF to recover 

the spectrum loss. There is less possibility of losing all the 

spectrum in distorted TF OTF, such that there is always at 

least one sub-TF OTF to be able to recover the spectrum loss. 

This is the redundancy in 3D-ITF. Next, we will investigate 

how the optical distortions affect image resolution and 

remaining noise artifacts in TF and 3D-ITF by simulation. 

3. Resistance to optical distortions in 3D-ITF 
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3.1. Simulation condition 

In this simulation, a point object is used to evaluate both the 

spatial resolution and noise artifacts. The excitation 

wavelength is 1,060 nm and the emission wavelength is 560 

nm. The objective lens has a numerical aperture of 1.2 with 

water immersion (n=1.33). The cut-off frequency of the 

emission OTF is 26.9 rad/m and 8.5 rad/m in the lateral 

and axial directions respectively. The FWHM of the 

sectioning ability in TF is 2.7 m, which corresponds to a 

bandwidth of 2.3 rad/m. The fundamental modulation 

frequency is 4.1 rad/m and 1.2 rad/m in the lateral and 

axial directions respectively. The weighting of the 

modulation frequencies is set by maximizing the total AC 

weighting inside the two-photon excitation interferometric 

pattern. In 3D-ITF, the interferometric pattern with three 

directions at 0°, 120° and 240° is used. In each direction, nine 

raw images are simulated. The spatial averaged and temporal 

integrated two-photon excitation energy in each 3D-ITF raw 

image is 1/27 times that in TF microscopy. It guarantees the 

summation of the 27 raw images’ two-photon excitation 

energy is the same as that of the TF image. Thus, the SNR 

(shot noise) of the summation image of 3D-ITF raw images 

is the same as the SNR in the TF image. In post processing, 

a 3D Wiener filter and apodization filter, which was 

introduced in 3D-SIM [14], are used in both 3D-ITF and TF 

images. The 3D Wiener filter is constructed by the distorted 

3D emission OTF. It corrects the distorted emission OTF in 

both cases and smooths the synthesized spectrum in 3D-ITF 

OTF. The apodization filter is constructed by a 3D triangular 

function with cut-off frequency of the maximum spatial 

frequency support in TF microscopy and 0.77 times the 

maximum spatial frequency support in 3D-ITF microscopy 

to ensure an isotropic spectrum distribution. 

3.2 Resistance of spatial resolution to reduction of cut-off 

frequency 

In deep and dense sample imaging, optical distortions 

increase background fluorescence, which decreases the 

image SNR. On the other hand, the intensity of the high 

spatial frequency in TF OTF is relatively low. Thus, the 

measurable cut-off frequency is reduced by the noise even if 

the TF OTF is not distorted by the optical distortion. Once 

the TF OTF bandwidth is reduced by the optical distortion, 

we expect even lower effective cut-off frequency for an 

acceptable SNR. Here, we investigate how the spatial 

resolution reacts to the reduction of the effective cut-off 

frequency. Figure 3 shows that the lateral and axial 

resolutions in 3D-ITF degrade much more slowly than those 

in TF. This simulation roughly shows the resistance of spatial 

resolution to optical distortions in 3D-ITF. 

 

Fig. 3. Spatial resolution degradation with cut-off frequency 

reduction. (a) Lateral resolution of TF and 3D-ITF; (b) axial 

resolution of TF and 3D-ITF. 

3.3 Wavefront distortion effect and lossless OTF spectrum in 

3D-ITF 

Next, we consider the effect of the wavefront distortion, 

which is regarded as the main optical distortion. For wide-

field TF, it has been reported that the wavefront distortion 

has little effect on TF sectioning ability, 𝐴𝑇𝐹(z) . The 

degradation occurs for only specified Zernike mode 

aberration, and the degradation is less than 1.2 times for 1-

rad (RMS) Zernike mode amplitude [30]. On the other hand, 

the wavefront distortion in emission light dramatically 

degrades and distorts the emission PSF. For 2-rad (RMS) 

emission Zernike mode amplitude, which equals around 1 

rad in illumination, the resolution could degrade several 

times. Thus, in TF OTF, the main effect comes from the 

distorted emission OTF. Therefore, we focus on the emission 

wavefront distortion in the simulation. 

Emission wavefront distortion has two effects on TF OTF. 

Figure 4 shows an example with astigmatism (Zernike mode 

5). The first effect is to narrow the OTF bandwidth. With 

reduced bandwidth, the spatial resolution degrades in TF as 

Figs. 4 (c) and (d) show. The second effect is to distort the 

OTF spectrum. As Fig. 4 (a) shows, the astigmatism has an 

OTF in a cross shape, which is anisotropic. This distortion in 

the OTF spectrum leads to an axial double peak in PSF as 

Fig. 4 (d) shows. In contrast, in 3D-ITF, thanks to the 

redundancy, the lost spectrum caused by the wavefront 

distortions is recovered by the redundancy. Thus, the whole 

spectrum is relative uniform and isotropic as Figs. 4 (e) and 

(f) show. Therefore, we know that the 3D-ITF’s OTF 

spectrum is relatively lossless with distorted optics compared 

to that in TF. 
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Fig. 4. OTF and PSF with wavefront distortion before using 

Weiner filter and apodization filter and without considering 

background fluorescence and shot noise. (a) OTFxy and (b) 

OTFzy in TF with Zernike mode magnitude of 2 rad (RMS), 

(c) corresponding PSFxy and (d) PSFzy. (e) OTFxy and (f) 

OTFzy in 3D-ITF with Zernike mode magnitude of 2 rad 

(RMS), (g) corresponding PSFxy and (h) PSFzy. In (a, b, e, f) 

OTF is normalized by the maximum magnitude and the plot 

is saturated at 0.05; the dashed yellow circle shows the cut-

off frequency of the apodization filter. The wavefront 

distortion is astigmatism (Zernike mode 5). The insert in (a) 

shows the phase modulation of Zernike mode 5. 

3.4 Trade-off between resolution and remaining noise 

artifact considering background fluorescence and shot noise 

Next, for the practical imaging, we should consider the shot 

noise. Secondly, we must consider the background 

fluorescence in deep and dense sample imaging, as well as 

their shot noise. The bias of the noise (mean value) can be 

removed, but the variance of the noise such as shot noise will 

remain, such that the noise artifacts will occur in the 

processed image. The peak photon number in the TF image 

without distortion is 27,000 in simulation. In each 3D-ITF 

raw image without distortion, the average peak photon 

number is 1,000. With emission wavefront distortion, the 

two-photon excitation energy doesn’t change, but the peak 

photon number in the raw image decreases. The background 

fluorescence contains the out-of-focus and scattered 

emission. In simulation, a background fluorescence of one 

magnitude means that the background fluorescence is 

simulated by additive white Gaussian noise with a mean of 

27,000 photons and variance of 2,700 photons in the TF 

image. The same amount of noise is equally distributed in 27 

raw images in 3D ITF microscopy. For any other background 

magnitude, it scales the background photon number with 

corresponding magnitude. By adjusting the magnitude of 

background, we simulate the condition at different imaging 

depths. 

In each simulation condition, we set a threshold SNR 

value, and we search for the spatial resolution that satisfies 

the request by adjusting the noise suppression parameter in 

the Wiener filter. Signal value is the peak intensity of the 

point object after image processing and noise-bias reduction. 

Noise value is estimated by the square root of the variance in 

the spatial region far away from the point object. The 

acceptable SNR is set as 10 dB for the TF image and 20 dB 

for the 3D-ITF image. Figure 5 shows the results with either 

astigmatism or spherical aberration at different imaging 

depths for TF and 3D-ITF. The spatial resolution is almost 

the same in 3D-ITF but degrades in TF with wavefront 

distortion. Moreover, with increasing imaging depth, 3D-ITF 

still maintains the spatial resolution while the TF image 

further degrades. Note that 3D-ITF retains a spatial 

resolution beyond diffraction limitation with distorted optics 

in deep and dense sample imaging. This shows the resistance 

of 3D-ITF in practical imaging. 

  
Fig. 5. Spatial resolution degradation with wavefront 

distortion and background fluorescence. (a) Lateral 

resolution change and (b) axial resolution change for 
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astigmatism (Zernike mode 5). (c) Lateral resolution change 

and (d) axial resolution change for spherical aberration 

(Zernike mode 11). The insert is enlarged view for resolution 

change in 3D-ITF. The top left corner in (a, c) shows the 

phase modulation of corresponding Zernike mode. 

 
Fig. 6. Trade-off between amplified noise and spatial 

resolution with Zernike mode amplitude of 2 rad (RMS) and 

background fluorescence level of 1. (a) OTFxy and (b) OTFzy 

in TF when SNR=10 dB, (c) corresponding PSFxy and (d) 

PSFzy; (e) OTFxy and (f) OTFzy in TF when SNR=7 dB, (g) 

corresponding PSFxy and (h) PSFzy; (i) OTFxy and (j) OTFzy 

in 3D-ITF when SNR=20 dB, (k) corresponding PSFxy and 

(l) PSFzy. In (a, b, e, f, i, j) the dashed yellow circle shows 

the cut-off frequency of the apodization filter. The wavefront 

distortion is astigmatism (Zernike mode 5). The insert in (a) 

shows the phase modulation of Zernike mode 5. 

In a Wiener filter, the noise artifacts can be suppressed at 

the cost of losing weak spatial spectrum. As a general rule, 

since the weak spatial spectrum region has relatively low 

SNR, we can improve the whole-image SNR by reducing its 

weighting in the whole-image spectrum. In the TF image, the 

weak spectrum region plays the short board role in the Barrel 

principle. Compare Figs. 6 (a) and (b) to Figs. 4 (a) and (b); 

this shows that when we increase the weighting of weak 

spectrum components (the black part in Figs. 4 (a) and (b)) 

to recover the degraded resolution as well as the distorted 

PSF shape, the strong spectrum component of the point 

object (the white part in Figs. 4 (a) and (b)) becomes 

relatively weak (the inner black part in Figs. 6 (a) and (b)) in 

the corrected image spectrum, including the corrected object 

spectrum and noise spectrum. This means the noise mixed in 

the weak spectrum component of the point object is relatively 

amplified. To satisfy the SNR request, we have to reduce the 

weighting of weak spectrum to suppress the amplified noise 

as Figs. 6 (e) and (f) show. However, this degrades the spatial 

resolution. On the other hand, the redundancy fixes the short 

board for 3D-ITF, thus supporting better trade-off between 

spatial resolution and noise artifacts after the Weiner filter. 

As Figs. 6 (i) and (j) show, the amplified noise in 3D-ITF is 

much less than that in TF and is mainly located around the 

cut-off frequency. Part of the amplified noise is 

automatically removed by the apodization filter.  

In addition to the resistance of spatial resolution, Fig. 7 

shows that 3D-ITF also has the resistance of sectioning 

ability. The sectioning ability is determined by the axial 

frequency support along the 𝑘𝑧  axis, which is called the 

missing cone in wide-field microscopy as Fig. 2 (b) shows. 

In 3D-ITF, it is the shifted TF OTF’s axial frequency support 

along the 𝑘𝑧 axis that offers the improved sectioning ability. 

When there is loss in the TF OTF spectrum, it can reduce the 

sectioning ability, which is the case in 3D-SIM. Again, the 

redundancy in 3D-ITF recovers the loss of frequency in TF 

OTF and maintains the frequency support along the 𝑘𝑧 axis 

in 3D-ITF as Fig. 4 (f) shows, such that the sectioning ability 

in 3D-ITF is resistant to wavefront distortion and 

background fluorescence. Importantly, this sectioning ability 

in distorted 3D-ITF is maintained far beyond that with the 

TF focusing effect only. On the contrary, the TF image loses 

the sectioning ability due to a large amount of noise artifacts 

in deep and dense sample imaging. 

 

Fig. 7. Sectioning ability with wavefront distortion and 

background fluorescence in 3D-ITF (a) with astigmatism 

(Zernike mode 5) and (b) spherical aberration (Zernike mode 

11). The insert shows the phase modulation of corresponding 

Zernike mode. 

4. Discussion and Conclusion 
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In conclusion, the optical distortions in illumination and 

emission were analyzed for 3D-ITF microscopy to derive its 

distorted PSF and OTF. With distorted optics, TF 

illumination locks the spatial modulation frequencies and 

other illumination distortions, mainly causing the offset shift 

of the interferometric pattern, retains the image 

reconstruction algorithm valid. The potential illumination 

artifacts are removed by eliminating the 0th order image in 

3D-ITF. In the distorted 3D-ITF OTF spectrum, the dense 

sub-TF OTF copies support the redundancy. We show that 

although the TF OTF spectrum is narrowed and distorted due 

to optical distortions, the synthesized 3D-ITF OTF spectrum 

is less affected as the redundancy recovers the loss of 

spectrum. Thus, 3D-ITF microscopy shows resistance in 

spatial resolution and sectioning ability with fewer 

remaining noise artifacts in deep and dense sample imaging, 

while TF microscopy loses resolution and sectioning ability 

and retains more noise artifacts.  

In practice, in order to increase the usage efficiency of 

laser power, adaptive optics (AO) [29,39-41]  can be 

combined with 3D-ITF. Indeed, AO can correct wavefront 

distortion in both illumination and emission independently 

so as to correct the TF PSF; meanwhile it increases the 

signal-to-background (SBR) ratio in the raw image. A 

combination of AO and 3D-ITF microscopy can 

significantly reduce the time to use AO. As the 3D-ITF 

image is robust, frequent AO correction during axial 

scanning is not necessary. This is the scheme to achieve deep 

and fast volumetric images with robust resolution around or 

beyond diffraction limitation. In addition, 3D-ITF 

microscopy can remove the remaining background in 

microscopy with AO, such as the surface emission in deep 

imaging, and further suppress the distorted PSF shape due to 

the remaining high order wavefront distortion. For the same 

reason, 3D-ITF microscopy can also benefit tissue-clearing 

techniques [42-44], which directly corrects the mismatch of 

the refractive index inside the sample.  

The resistance of 3D-ITF microscopy prompts us to 

consider that SIM could be redesigned to increase the 

robustness of the image in addition to improving the spatial 

resolution. For example, introducing more modulation 

frequencies with lower fundamental modulation frequency 

by using more diffraction orders is a way to increase the 

redundancy so as to enhance the resistance to distorted optics. 

Recently, three-photon excitation fluorescence 3D-ITF 

microscopy was invented to suppress background 

fluorescence [45]. This scheme is another way to increase the 

redundancy by increasing the order of modulation harmonics. 

Importantly, although the increased redundancy requires 

more raw images to reconstruct the image, the total 

acquisition time and multi-photon excitation energy are the 

same in TF microscopy and 3D-ITF microscopy. The usage 

of TF can also be regarded as a method to increase the 

robustness of the illumination light, which locks the spatial 

modulation frequencies and increases the SBR of the raw 

images. These characteristics are all beyond the original 

motivation of SIM and TF; future work could include more 

advanced microscopy such as how to code in order to 

increase the efficiency of creating redundancy, and how to 

design in order to increase the ratio of the image SNR to the 

excitation energy. 

. 
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